Clustering Analogous Words in Myanmar Language using Word
Embedding Model

Aye Myat Mon, Khin Mar Soe
Natural Language Processing Lab , University of Computer Studies, Yangon, Myanmar
ayemyatmon.ptn@ucsy.edu.mm, khinmarsoe@ucsy.edu.mm

Abstract

Word embedding represents the words in terms of
vectors. It is influenced on different NLP research
areas such as document classification, author
identification, sentiment analysis, etc. One of the
most popular embedding models is Word2Vec model.
It provides efficient representations of words by using
Continuous Bag of Words model (CBOW) and Skip
Gram model. In English language, word embedding
model can be applied for data preprocessing well but
there is a very little amount of work done in
Myanmar language. Text preprocessing is important
part to build embedding model and it is a
significantly effect on final results. This paper tries to
extract the analogous words between Myanmar news
articles focus on the bag of words (CBOW) model
using different features vector sizes. By analyzing
word embedding model are obtained the better
results with a high dimensional vectors than a low
dimensional vectors to cluster the words based on its
relatedness.
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Model (CBOW), Myanmar Language, Word
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1. Introduction

Word embedding is one of the interesting
trends in natural language processing areas. The main
advantages of word embedding is that it offers a more
expressive and  efficient  representation by
maintaining the contextual similarity of words with a
low dimensional vectors. There are two different
kinds of word embedding model. They are
frequency-based embedding and prediction based
embedding. One of the most popular prediction
based embedding models is Word2Vec implemented
by Mikolov [2,3]. Word2Vec combines with two
techniques: Continuous Bag of Words (CBOW) and
Skip-Gram model. CBOW predicts the probability of
a word by given context word in which single or
group of words. Skip gram predicts the context of
word by given word.

Word Analogy is finding the relationship of
words between two situations. This paper aims to
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cluster the analogous words in Myanmar news
articles based on their semantics relationship with
Continuous Bag of Words (CBOW) model that can
capture similar word vectors together in vector space.
Forexample in English, vector [king — man + woman
] is close to vector [queen].

The remaining parts of the paper are organized
as follows: related works have been described in
section 2 . In section 3, nature of Myanmar language
has been presented. Section 4 describes system
overview and the works concerning data preparation
and segmentation process expressed in section 5 and
section 6. Section 7 explains about word embedding
especially focus on Continuous Bag of Words Model
and cosine similarity. Section 8 describes the sample
results of clustering analogous words and
performance analysis in section 9. Finally, the paper
has concluded with the future research in section 10.

2. Related Works

Clustering of analogical words has been an
essential problem in text mining, question answering,
text summarization and information retrieval. Most of
the methods have been applied to represent linguistic
items in vector spaces. However, very few researches
have been carried out on Myanmar text. This section
describes previous history of word embedding.

In paper [1], the authors predicted the quality
of topic segmentation by using word embedding
model depends on latent semantic analysis (LSA),
Word2Vec and Glove. They identified which method
is more effective to construct word vector
representations to provide the semantic meaning of
words in English and Arabic languages. Although,
the authors found that Word2Vec with CBOW is
better than Skip-Gram for frequent words, Skip Gram
is more efficient for infrequent words. Based on these
results, they compared Word2Vec to LSA and
GloVe. They showed that Word2Vec and GloVe are
more effective than LSA for both Ilanguages.
Word2Vec presents the best word vector
representations with a small dimensional semantic
space compared to GloVe.



Moreover, a comparison of two-word
embedding models to cluster semantic similarity
words in Tamil language is described in [6]. The
authors implemented Continuous Bag of Words and
Skip Gram Model using Word2Vec toolkit. In this
paper, they used the different feature vector sizes to
compare content based word embedding and context-
based word embedding for the same word to
comment on the accuracy of the models for semantic
similarity. They collected the India political news
articles from various newspapers in Tamil language.
Their data set is huge and it has around 2.7 lakh
sentences which contains 50 lakh words. The result
showed content- based word embedding model
produces better results based on the semantic
regularity, whereas contextual based word
embedding model produces better results based on
the syntactic regularity.

In recent vyears, Mikolov et al,[2][3]
implemented Word2Vec model that is efficient than
the previous embedding models. They observed large
improvements in accuracy at much lower
computational cost with Word2Vec. It only takes less
than a day to learn high quality word vectors from a
1.6 billion words data set.

The advantages of Word2Vec is that it can
convert high dimensional vector into low
dimensional vector and it can maintain word context.
Word2Vec utilize Continuous Bag of Words and

Skip Gram model to produce distributed
representation of words. Nowadays, many
researchers investigate and experiment with

Word2Vec and similar techniques to find the
relatedness between two conditions described in
[4][5]. This paper has focused on Continuous Bag of
Words (CBOW) model because it is faster on
frequent words than Skip Gram model.

3. Myanmar Language Nature

Myanmar language is the official language of
the Union of Myanmar. It is a very rich
morphologically language and also a low resource
language. Myanmar language has 34 consonants.
Myanmar grammar structure is composed of nine
parts of speech such as noun, pronoun, adjective,
adverb, verb, post-positional marker, particle,
conjunction and interjection. A Myanmar syllable has
base characters: pre-base character, post-base
character, above-base character and below-based
character. Each syllable boundary is written from left
to right and start with base consonant. It has no
delimiter between syllables and words. Myanmar
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language structure is constructed with subject, object
and verb.

4. System Overview

The overview of the system shows in figurel.
Firstly, Myanmar sentences are collected to pre-
process through the process of segmentation.
Besides, stop words list is also prepared to remove
the unnecessary words from the document. Finally
extracted words are fed into continuous bag of words
model in order to cluster analogous words by
converting numerical vectors.

Raw Texts

1

Freprocessing

Segmentatiu}

Femoving stop
words

Word Embedding
by CEBOW model

h 4

Cluster Analozous
Words

Figure 1. System Owerview
5. Data Preparation

Myanmar text corpus which consists of local
news articles and blogs from Myanmar websites was
created for training model [8][9][10]. Then 16612
sentences are collected from 7Days Daily News,
1337 sentences from Moemaka Blog and 43807
sentences from Burma Irrawaddy Blog to construct
word embedding model. These sentences include
different types of articles: health, crime, sport and
general knowledge. We converted the text in Unicode
[12]. These sentences are saved as (.txt) format for
training process. Each sentence contains 50 words as
average. More data will be collected in the future.
But, many standard data sets can be easily used for



English language. Table (1) shows the collected data

from Myanmar news and blogs.

Table 1. News and Blogs Data Set

G@%%%%@QZ?}G?O’D&

@epoo%or?)f:seaoa@s/ ero/
N C O o
g0p/ 9/ 0/
we(opts/ g/ [/
Bbse0p5e/002:0)/ efy/

39@_[3333@):/?] /e§m06]/ I

#Words #Sentences
7Days Daily News 5,667,28 16,612

0
Moemaka Blog 431,007 1,337
Burma Irrawaddy Blog | 16,949,5 43,807
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6. Preprocessing

Pre-processing plays an important role in
many natural language processing research areas
because Myanmar language has no space like
Japanese, Chinese, Thai and India. They are written
from left to right continuously. In order to extract
words from the collection of Myanmar text, it is
firstly needed to segment text into separate
meaningful words. For English text, we can easily
use the existing libraries and tools. In this paper,
Myanmar text data are segmented by ‘Myanmar
Word Segmentor’ from UCSY-NLP lab [11]. After
that, stop words, punctuations and special characters
are removed from the collected documents. Some
Myanmar stop words are related with date, time,
numbers and conjunction. Currently, we manually
checked the spelling errors for the segmented text.
Table (2) shows the sample segmented and spelling
corrected sentences ofthe preprocessing task.

Table 2. Sample Segmented Myanmar Word

7. Word Embedding

The main target of word embedding model is
to convert word to the form of numeric vectors. We
need to do word embedding because many machine
learning algorithms and most of the deep learning
architectures cannot process the raw form of strings
or plain texts. There are several models to learn word
embedding. They are  count-vector, tf-idf
vectorization , co-occurrence matrix and Word2Vec.
Most popular model architectures in Word2Vec are
Continuous Bag of words Model and Skip Gram
Model. Skip Gram works on small amount of training
data and it can represent for rare words or phrases.
Continuous Bag of Words model is faster than the
skip gram model and it can train on large amount of
data and it is slightly better accuracy for the frequent
words. In this paper, we work on Continuous Bag of
Words Model.

7.1. Continuous Bag of Words Model

(CBOW)

Continuous Bag of Words model is the neural
network inspired model. In CBOW, the context
vectors are summed and used to predict the target.
Let there be a corpus, a sequence of words
W1,W2...,wt . The window is defined by parameter c,

1 oo%fs[%lcmf:n{]f:soo%% O oo%é/[%l/mé/(mgzo/o\;/ )
. v co cra | e y ’ "C/\ $/53) where ¢ words at the right and left of the target are
(ﬂ(}?mgemaﬁemc@ PR OIEGEONRIYCOR | taken. The objective function of continuous bag of
C C O0CNC C C C o C C OC N ,C
npesntBEGGotepad | E(fon§esntBEryy words model is in equation (1):
C N C (‘n o (‘o (‘o C C C C A C
oppEsoopdgbichiins: | obespab/pffEsanply |
o9 cl)gq’]ot'i})ﬂ&ﬂo 0%?9 83/0?)8:&16:0333/%32’33(&/0@) T Z log p(awe Z Wiy )
C Co N[RC. ¢ C t=1 —e=<j<ec,jF#£0
06’ Gj”ﬂc U?@C"@@ e/ eq(d)
@ 32(\13@%%?’30()%%3(?3({] qlos/cr%ﬂogeaVsj/nﬂggo/
J(\?:%@gg@ S8a0a) éggg/@g/@g/%q)@/ Continuous Bag of Words Model with
C o o e 35 | 8Ssm508/Bs0sS /by negative log likelihood function of a word given a set
ODOCVICYOI0ICIEPYO ESSHEN esgs&d/\J/C\P:/i/ ; ] )
c.ce O CRe o €, of context is shown in equation (2).
Bipgprecntstdigor | poBi{ogpS/Brpug/onrery
eepo%:rao Gozzo@d]oow I nggmé/;aep/gagg/[%@/ 5 (“L-U | '!-‘-m,)
. plwolwr) = ——
Q{PO/ = Z?:w exp (?-":u ‘ 1'?(:;)
C C e C b
6an&/sEqjg)/cneepod/ eq(2)
m:@o:/?@d]oocﬁ/ I where,

wo = outputword
wi = context words
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Architecture of CBOW model is shown in
figure 2. In the following architecture, vocabulary
size is V and hidden layer (projection layer) size is d
(dimension). It is fully connected with their adjacent
layers. The input is a one-hot encoded vector that
given input context words, only one out of V units
{xt, %,...xv} be 1 and all other units be 0. Hidden
layer is represented by V xd matrix W. Each row of
W is the d dimensional vector representation of
related word w in input layer.

Input layer
1-hot input vectors
for each context word

Projection layer
sum of embeddings
for context words

¥
¥k

Werl X iV

Figure2. Continuous Bag of Words Modkel
Architecture

7.2. Cosine Similarity

Cosine similarity is a similarity measurement
between vectors of an inner product space. The cosine
value Ois 1and less than 1 for any other the angle; the
lowest value of the cosine is -1. Basically, the cosine
of the angle between two vectors determines whether
two vectors are pointing in the same direction. Cosine
similarity is widely used in text/document matching.
The similarity between two documents A and B
compute the cosine similarity of their vector
representations and measure the cosine of the angle
between vectors [7]. We return the documents ranked
by the closeness of their vectors. The resulting
similarity range from -1 means exactly opposite, to 1
means exactly the same and with 0 usually indicating
independence, and in -between values indicating
intermediate similarity or dissimilarity. The cosine
similarity formula is shown in equation (3).

g
A B;
o A-B X
similarity = cos(0) = TATB] St
[z [a
V‘ Z EENDIP::
[ =1 \i =1

eq(3)
Where,

Aij=components vectorof A
Bi =components vector of B

Output layer
probability of

8. Clustering Analogous Words

This experiment shows the sample result of
analogous words for @%m—Myanmr (country),

Q$oné-Yangon (City) and oo36-Pathein ( Town) .We

use the dataset that contains 7 Days Daily news
articles, Moemaka Blog and Burma Irrawaddy Blog
including various domains to train on Word2Vec
model. We tested with different dimensional vectors
100, 200 and 300 context window size 2 but we can
setup with context window size between 2 to 10.
Table (3,4,5) show the sample clustered result of top
10 analogous words with dimensional vectors 300.
The cosine similarity score 1 means that two vectors
are equal and 0 means they have no relation to each

wy

w, Other.
Table3.Top Ten Analogous words for @%m
(Myanmar)

Word Cosine Similarity [0-1]
o033 0.627298
mesal 0.625642
Dsq0s 0.590485
OCs 0.588882
[306(03sq 0.583560
eﬁs'f)eoz 0.573853
0C0$ 0.572634
B6§sq|Cs 0.570092
60d0C 0.568185
8$1000 0.560263

For example in @%eo (Myanmar) , the
cosine similarity score between @%m (Myanmar) and
cms% (Laos) is 0.627298 means the most analogous
word for (g§e> (Myanmar) is o033 (Laos).

Table4. Top Ten Analogous words for q§m$

(Yangon)

Word Cosine Similarity [0-1]
0§60 0.499090
lypdcves 0.497475
6godd 0.478186
305600 0.464573
09: 0.456181
3aeﬁs§gloooc\)§ 0.455162
ERALY 0.441475
6gdaBC 0.440680
[gpdanqc(ge 0.423175
2Csd$ 0.412653
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C

For shsmﬁcs (‘Yangon) the cosine similarity score
C

L
C C C
9§0p$ oneord(d:
(KanDawGyi Park) is 0.499090 means the most
analogous word for q$c§ (Yangon) is a§eosS(:

(KanDawGQyi Park)

between (Yangon) and

Table5. Top Ten Analogous words for 9335 (Pathein)

Table 6. Analogous Words List

Analogous Words List for
@%m (Myanmar)

Analogous Words List for
9335 (Pathein)

C [9) C Q9 OC
@(?g)-coos? Q30O-8EPOD 2630
L L L
B%eo—mqé] 0 &- ameolt:
@Cm—o%"e"oo'f - o3)e0p
PO OPE QO- |leqp
[95%60—0%(‘:3 0208~ COMVIN
L L [e)os]

C C C C
@ﬁsm—@@e@mj 9306- m‘?@:eoooc
C C C C C
[9§eo-e§')eoo 0306~ 6PCINS

@C _ C C C_ [é,)("o@
$e0-0CC0$ 0306- el¢pcs
C o0Co C C C C
@§w-3ae§zsucz 006~ 0$:006§D
T

TO C
[%ﬁm—wmo)&)c
C

~c
.
3
&
3
)
&

Word Cosine Similarity [0-1]
© O C
8EPOOIOC e:;oa[cﬁ 0.589040
ame0lEs 0.553002
° T
M| |eqP 0.545658
OMYEM 0.537680
[e)ep]
mf? 26000C 0.530157
GO’{P(S:(VL)C& 0.520893
elgpeilg 0.510949
0§06 0.502957
008&?92(\)8: 0.490398
C
Gq@@ 0.486770

The cosine similarity score between 0336

(pathein) and

division) is 0.589040 .
The most analogous word for 0336 (pathein)

@spoo%o%&sesoa@z (Ayeyarwaddy

is espoo%c%ézeaoo@z (Ayeyarwaddy division).

9. Evaluation

The performance can be measured by using
intrinsic evaluation that directly check the semantic
and syntactic relationships between words. We pre-
collected 100 related words pairs in Myanmar
language and manually checked to calculate the
accuracy of Continuous Bag of Words model by
using several dimensional vectors 100, 200 and 300.
Most of the Myanmar words have many analogous
words but different words have similar meaning. In
this experiment, the higher accuracy is gained with
higher dimensional vectors. Table (6) shows the
analogous words list for “@%m”(Myanmar) and

“0a3” (Pathein) . The performances are also evaluated

by precision, recall and f-measure in figure 3.

Q
S
Q
®
Q
0
O
3
Q
0
Q
®
Q
0
Q
Y
26
[g$e0-352005 0336- 6g[03pd
[g560-800056 0336- coeoM
QC C(YC
[g$er-pespo 0336~ 305[gCs
C 9 _C QC £
[g$90-s03c Q336 1AM
ly392-g0200900 0206~ 6§EOMNC
C Q C QC C
[g562-0080> Q306- 6EEIOC
¢ co Q QC QC Y
[g560-ca058ameqe3iom: | 9ad6- socdEsang
T <00, . QC %
[g$90-32E 3852 0306- 300
[g562-megnBi000s 0336- 6pNEMS
ly$er-90@0008 0306~ 6gPC:oN
C C QC ’T‘ [§=]
[g560-00qod 0336- 60lgs
oo S Tl
C Q QC C [§
[g$e0-32609 0306~ 6O OO
C < QC C
B3>0k ¢35 [9e2l9
T T OT
(452900 956~ eqyegd
C € C QC CQo
[g$e0- ombaoseag 0336~ 660308
[g560- 333w 0336~ 320005038
@C _ o C QC _ BC" °
$92- TGO 06~ GglgcHy]
[g$90- 326g80mC I B6- umool

~C

158

Precision= Correct number of words pairs

Total number of tested words pairs

Recall=

Correct number of words pairs

Total number of system generated words

pairs

F-measure=2*_Precision * Recall

Precision + Recall




: I||| I|
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100

B Precision

B Recall

B @

F-maasure

B Accuracy

200 300

D ow wiomal Vectors

Figure 3. BEvaluation measured by CBOW model

10. Conclusion

This study has applied word embedding model
focus on Continuous Bag of Words representation to
find analogous words in Myanmar language has been
described. By doing this, document classification,
information retrieval and other natural language
processing areas can be increased their accuracies. As
future research, this work can also be extended to
find cross lingual semantic similarity. We can find
words which are similar in meaning from different
languages by applying word embedding model. It
plays an important role in multilingual machine
translation system.
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